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1 Proofs

Theorem 1. The modified versions of the score and noise based methods
for picking high scoring SNPs given in the manuscript are ε-differentially
private.

Proof. The proofs are the same as those given in previous works [4], where

the score function for returning SNPs s1, · · · , smret equals

mret∑
i=1

|µsiy|

Theorem 2. Algorithm 1 returns the correct value of di(c).

Proof. Let Uk, Lk, lk and uk be as in Algorithm 1.
Assume that y and y′ differ in at most k coordinates, then

µiy − µiy′ =
∑

j,yj 6=y′j

µij(yj − y′j) ≤ −(l1 + · · ·+ lk)

so

µiy
′ ≥ µiy −

k∑
i=1

lk = Lk

Similarly

µiy
′ ≤ µiy +

k∑
i=1

uk = Uk

so if di(c) ≤ k than Lk ≤ c ≤ Uk. It is easy to see, however, that if Lk ≤
c ≤ Uk than di(c) ≤ k, so di(c) = k if and only if c ∈ [Lk, Lk−1)∪ (Uk−1, Uk].
Therefore Algorithm 1 correctly calculates di(c).

2 Generation of Simulated GWAS data

In order to produce simulated data, we used PLINK [3]. The code used to
generate this data is available on our website.

We generated two populations of individuals. For each set we first used
plink to choose the MAF for 10000 SNPs, each uniformally at random from
[.05,.5]. 9900 of the SNPs had no effect on phenotype, 100 had an odds ratio
of 1.1. We then generated 5000 people from each of the populations, half
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Algorithm 1 Calculates the neighbor distance

Require: y, µi, c
Ensure: The neighbor distance, di.

Let ûj = max(µij(1− yj), µij(0− yj))
Let l̂j = min(µij(1− yj), µij(0− yj))
Let i1, · · · , in be a permutation on 1, . . . , n such that ûi1 ≥ · · · ≥ ûin . Let
uj = ûij for all j.

Let j1, · · · , jn be a permutation on 1, . . . , n such that l̂j1 ≤ · · · ≤ l̂jn . Let

lk = l̂jk for all k.

Let Uk =
∑k

j=1 uj + µiy and Lk =
∑k

j=1 lj + µiy, k = 1, · · · , n.
Return k such that c ∈ [Lk+1, Lk) ∪ (Uk, Uk + 1]

of whom where cases, the other half controls. We then combined these two
populations to produce our simulated dataset.

The code to do this is present online, as is the simulated data generated
in this way.

3 Simulated Data PrivStrat

In the manuscript we only showed the result of using PrivStrat to pick high
scoring SNPs on real GWAS data, not on our simulated data. The results,
however, are similar–namely accuracy decreases as mret increases and and
accuracy increases as ε increases. More than that, the noise and score based
methods outperform the neighbor based method. We picture the results in
Figure 1.

4 Testing PrivLMM

Due to space constraints we did not show the results of testing our methods
using LMM based statistics. Therefore we show those results here. In par-
ticular, we look at how well our differentially private version of the LMM
statistic does at picking high scoring SNPs in our real GWAS. We assume
that we are given an estimate of σe and σg ahead of time (details of how
to get these estimates are given in the following section)–in particular we
applied GCTA to get an estimate of these quantities. The results, pictured
in Figure 2, are very similar to those we had for PrivStrat–namely accuracy
decreases as mret increases and and accuracy increases as ε increases. More
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(a) mret = 3 (b) mret = 5

(c) mret = 10 (d) mret = 15

Figure 1: We measure the accuracy (the percentage of the top SNPs correctly
returned) of the three methods for picking top SNPs on simulated GWAS
data using score (blue), neighbor (red) and noise (green) based methods
with mret (the number of SNPs being returned) equal to a. 3 b. 5 c. 10
and d. 15 for varying values of the privacy parameter ε. We see that in all
four graphs that score and noise based methods outperform the neighbor
method. These results are averaged over 20 iterations.
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than that, the noise and score based methods outperform the neighbor based
method, except for when mret = 10 in which case all three are comparable.

4.1 Estimating Heritability

A final problem to consider is the estimation of σe and σg. This, however,
can be done using a sample-and-aggregate based framework [1]. In partic-
ular, the works by choosing some integer K > 1, and dividing the set of
participants into K disjoint sets of equal size. On each of these subsets we

can estimate h2 =
σ2
g

σ2
e+σ

2
g

using GCTA [5] or a similar tool. This gives us K

estimates of h2, namely h21, . . . , h
2
K . Let h̃2 be the average of these K values.

Our ε-differentially private estimate of h2 is then given by h̃2 + Lap(0, 1ε ).
Next we want to use the same framework to estimate σ2e . Note, how-

ever, that this would require a bound on σ2e . Note that σ2e ≤ V ar(y),
and that we can get a ε-differentially private estimate vdp of V ar(y) easily
using the laplacian mechanism. Then we can easily apply the sample-and-
aggregate methodology to max{vdp, σ2e} to get an ε-differentially private es-
timate. Since σ2g = σ2e(

1
1−h2 − 1) this allows us to get a 3ε-differentially

private estimate of (σ2e , σ
2
g). Note that this method relies on a very gen-

eral methodology, and so it seems likely much more accurate results can be
obtained with a little work.
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(a) mret = 3 (b) mret = 5

(c) mret = 10 (d) mret = 15

Figure 2: We measure the accuracy (the percentage of the top SNPs correctly
returned) of the three methods for picking top SNPs using PrivLMM based
score (blue), neighbor (red) and noise (green) based methods with mret (the
number of SNPs being returned) equal to a. 3 b. 5 c. 10 and d. 15 for
varying values of the privacy parameter ε. We see that in three of four graphs
that the score and noise based method outperform the neighbor method,
while in the final case all perform similarly. These results are averaged over
20 iterations.
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